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1 Introduction

P4 is a declarative language for expressing how packets are processed by the pipeline
of a network forwarding element such as a switch, NIC, router or network function ap-
pliance. It is based upon an abstract forwarding model consisting of a parser and a set
of match+action table resources, divided between ingress and egress. The parser iden-
tifies the headers present in each incoming packet. Each match+action table performs
alookup on a subset of header fields and applies the actions corresponding to the first
SOy 0 match within each table. Figure 1 shows this model.
s mron

Pt P4 itself is protocol independent but allows for the expression of forwarding plane pro-

tocols. A P4 program specifies the following for each forwarding element.

* Header definitions: the format (the set of fields and their sizes) of each header
within a packet.

* Parse graph: the permitted header sequences within packets.
o switches

* Tabledefinitions: the type of lookup to perform, the input fields to use, the actions
that may be applied, and the dimensions of each table.

* Action definitions: compound actions composed from a set of primitive actions.

* Pipeline layout and control flow: the layout of tables within the pipeline and the
packet flow through the pipeline.

P4 addresses the configuration of a forwarding element. Once configured, tables may
be populated and packet processing takes place. These post-configuration operations
are referred to as "run time" in this document. This does not preclude updating a for-
warding element’s configuration while it is running.
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1.1 The P4 Abstract Model

The following diagram shows a high level representation of the P4 abstract model.

The P4 machine operates with only a few simple rules.
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FOSS release (Apache?2 license)

1. P4 front-end compiler

2. Executable P4 software switch
3. P4 code examples
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The P4 tension

Universal Customizable



P4 v1:

Fixed Abstract Forwarding Model

1.1 The P4 Abstract Model 1 INTRODUCTION
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Figure 1: Abstract Forwarding Model



Identifier

p4_pe_index_out_of_bounds

p4_pe_out_of_packet

P4_pe_header_too_long

p4_pe_header_too_short

p4_pe_unh-
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Exception Event
A header stack array i lared |
bound. S
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plete an ~ O

I ’0 . che declared |

ce ; was less than the min-

.ixed length portion of the

ment had no default specified but the
-on value was not in the case list.
-uecksum error was detected.
‘This is not an exception itself, but allows the pro-
grammer to define a handler to specify the default
behavior if no handler for the condition exists.

Table 2: Standard Parser Exceptions

Action profiles

Mirroring

field_list_calculation

’_---h

P4 v1: Details

S_wlthJ_Conflg_u ration
4

L L L T T

Parse
Graph

o .

Meters

Registers

Counters

LPM

xorlé6

csuml6

crcl6

crc32

programmable

—_—C vz - -1—

-

v

Queues
and/or

Packet Modifications +

Egress Selection

A

—

<

Egress Match+Action

Packet Modifications

—co B

.—in

Exact

Ternary

Notes

ingress_port

packet_length

The port on which the packet arrived. Set prior to
parsing, Always defined. Read only

The number of bytes in the pac’ ~r Ethernet,
does notinclude the CRC. Set - ~ Can-
not be used for matching or it
the switch is in "cut-throug"

egress_spec

Specification of an egres
matchvaction during i
the “intended” egress

egress_port

physical port(s) (ser fb P
physical port, alo’ unnel, a
LAG, a route, or ~multicast
group.
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committec \‘ 2 is determined
by the Br 207 valid only for

egress & Section 13 below.

egress_instance

instance_type

parser.

par.

Read
An atiating instances of &
" 1. Like egress_port, this

the Buffering Mechanism

Q) ess matcheaction stages. See
~of instance of the packet:
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K recieulated? Do we need  counter oo?
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loaion n he parsrprogram wher the o -
| curred TBD.

‘Tavle 3: Standard Intrinsic Metadata Fields
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Divide and conquer

4

e Separate language definition from
architecture definition
* Evolve them independently
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Bonus:
P4 Support for multiple architectures
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Portability

* P4 programs are portable between architectures
that implement the same PPE model

, -
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« Community should evolve a standard model,
starting from the P4 v1 switch model
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Evolution roadmap

P4 vl

P4 stdlib

P4

j; v.Next PPE lib

PPE arch model
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PPE arch model

External interface
of P4 block #2

P4 block #1 P4 block #2

PPE

13



P4 standard library

Packet operations (extract, deparse, etc.)
Checksums

Error codes

Table types (e.g. hash-table)
Standard actions (e.g. nop)

Stdlib evolution driven by P4 community
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PPE libraries

* Written by target manufacturers
e Define hardware-software interfaces

* Target-specific hardware block interfaces
— Counters, meters, etc.
— Custom tables (e.g. Tries)

— Custom actions




P4 vl. =>

P4 v.next

Parser
Match-Action Units
Tables

Actions

Headers

Types

Control-flow
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P4 v.next gﬁz‘ﬁ
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* Typing
* Modularity
* Error handling

* Simplicity




P4.org members:
Please contribute your ideas!

Mailing list: p4-design@p4.org

(P4.org membership is free and open to anyone)
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